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ABSTRACT
Rainfall prediction is an important research topic because of its
wide range of applications in disaster and agricultural communi-
ties. It depends on several features of earth’s atmosphere such as
cloud information, speed and direction of wind, temperature, dew
point, atmospheric pressure, etc. Most of the existing rainfall pre-
diction models are based on time series dataset. Considering the
computational complexity, and cost factors of time series dataset,
in this paper we extensively explored the performance of different
Convolutional Neural Networks (CNNs) architectures for rainfall
prediction using cloud images in different scenarios. In our work,
we have used two different stages for effective prediction of rain-
falls from cloud images. Experiment results on SWIMCAT dataset
reveals that usefulness and effectiveness of CNNs for rainfall pre-
diction. This study can be a useful contribution for the research
community of weather forecasting with broad range of applications
i.e., flight navigation to agriculture and tourism.

CCS CONCEPTS
• Computing methodologies; • Machine learning; • Machine
learning algorithms; • Feature selection;

KEYWORDS
Cloud Pattern, Rainfall Prediction, Convolutional Neural Network,
Classification, Performance Evaluation

ACM Reference Format:
Sourav Dey Roy, Anindita Mohanta, Dipak Hrishi Das, and Mrinal Kanti
Bhowmik. 2021. Cloud Pattern Classification for Rainfall Prediction using

∗Corresponding Author

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
8th NSysS 2021, December 21–23, 2021, Cox’s Bazar, Bangladesh
© 2021 Association for Computing Machinery.
ACM ISBN 978-1-4503-8737-8/21/12. . . $15.00
https://doi.org/10.1145/3491371.3491379

Convolutional Neural Network. In 8th International Conference on Network-
ing, Systems and Security (8th NSysS 2021), December 21–23, 2021, Cox’s
Bazar, Bangladesh. ACM, New York, NY, USA, 6 pages. https://doi.org/10.
1145/3491371.3491379

1 INTRODUCTION
Rainfall prediction and its effective forecasting has become an
important topic for the last decades. It has received significant
attention of many government and non-government communi-
ties in the form of risk management entities. Basically, rainfall is
a climatic factor the affects several human day to day activities
such as agricultural production, construction, power generation,
forestry and tourism [1]. India has been suspected to natural disas-
ters because of its distinctive Geo-climatic conditions. In the last
few decades, around 30 million people in average were affected
by natural/ climatic disasters every year [2]. Through the early
prediction of the rainfall the causalities and the property loss can
be minimized. Therefore, prediction and forecasting of rainfall is
necessary because this is one having utmost link with adversarial
natural calamities such as landslides, flooding, mass movements
and avalanches. Among various atmospheric features, appearance
of cloud patterns could have a significant impact on rainfall [3–7].
Moreover, excess rainfall, on the other hand, can be moderately haz-
ardous by producing a flood that is an important warning to natural
life and belongings [7]. Accurate prediction of heavy rainfall can
allow for the warning of floods before rainfall occurs. Moreover,
precipitation and rainfall information is beneficial in agriculture to
increase watering observes and the efficiency of put on pesticides,
and compost to harvests.

In the world of evolving technologies, digital media in the form
of images and videos plays a major role in many vision based ap-
plications. Among various applications, one of the applications is
the cloud pattern classification for effective rainfall prediction. In
recent times, deep learning based methodologies, especially Convo-
lutional Neural Networks (CNNs) has receive a significant attention
for solving various real-time computer vision applications includ-
ing face recognition, object detection, cancer abnormality detection,
and scene labelling. Depending upon the huge success of CNNs in
various computer vision applications, in this paper we investigated
and conducted an extensive experiments to evaluate the capability
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Figure 1: Sample Images of Various Cloud Types for Rainfall Prediction (a) Clear Sky; (b) Cirro-form Cloud (No/ No Rainfall
will occur within 24 hours); (c) Strato-form Cloud(Yes/ Light Rain will occur); (d) Cumulo-form Cloud (No/ Never Produce
Rainfall); (e) Nimbo-form Cloud (Yes/ Steady Rain or Snow) [Images are Taken From [27]]

of Convolutional Neural Network (CNN) for effective classification
of cloud patterns for rainfall prediction from digital images. The
investigation has been carried out by using state-of-the-art CNN
models as a feature extractor followed by conventional classifier
(i.e., Support vector machine) and fine-tuned classifier for effective
classification of cloud patterns followed by prediction of rainfall
based on the patterns of the clouds. Basically, clouds are four types
based on their formation (excluding clear sky) [3]. The key charac-
teristics of these four types of cloud patterns used in our study are
shown in Figure 1.
The whole paper is outlined as: In Section 2, the literature survey on
the rainfall prediction is elaborately described. Section 3 describes
our methodology for cloud classification towards rainfall prediction
using convolutional neural network. In Section 4, experimental
results and discussions of our methodology for cloud classification
has been reported. And finally, Section 5 concludes the paper.

2 PREVIOUS WORK
During the last few decades, researcher communities have been
working to advance the performance of rainfall prediction bymostly
using the time series dataset with optimizing and data mining tech-
niques. Some of the chosen studies are mentioned in this section.
The brief summary of the previous works for rainfall prediction
are shown in Table 1. In [8], P.R. Larraondo et al. illustrated the
use of encoder-decoder Convolutional Neural Networks (CNN) to
measure the total precipitation using geo-potential height. In their
work, several well renowned CNN architectures are compared with
the machine learning algorithms. Also, the method to recognize
the levels of geo-potential height was proposed that have a higher
impact on precipitation. For instance, S. Aswin et al. [6] predict the
rainfall using the time series dataset of precipitation obtained from
NCEP center. They predicted the rainfall by using their designed
deep learning architectures LSTM and CNN, which consist of multi-
ple hidden layers. In [9], X. Shi et al. discussed the problem of deep
learning based now-casting precipitation, and they proposed a new
model for precipitation now-casting. Moreover, P.R. Larraondo et
al. [10] proposed the utilization of CNN architectures for under-
standing the numerical weather model data from the spatial and
temporal relationships of the input variables. In their work, many
CNN architectures are compared and a methodology to cope up
with the existing models is presented. In [11], M. Qui et al. proposed

a multitask convolutional neural network to extract the weather
related features from the time series data acquired at various loca-
tions and influence the correlation between the multiple locations
for weather prediction. E. Hernández et al. [12] proposed a deep
learning based architecture for prediction of the accumulated daily
precipitation for the next day. For this, they incorporated auto
encoder in their architecture to decrease and acquire non-linear
relations between attributes. Finally a multilayer perceptron is used
for the prediction task. In [13], S.H.I. Xingjian et al. predict rainfall
forecast intensity in a local for a short period using MNIST and
Radar Echo Dataset. For that, they proposed ConvLSTM architec-
ture, which is used for rainfall now-casting. A.G. Salman et al. [14]
utilized deep learning techniques for weather forecasting. Their
work comprises of the performance comparison of Recurrence Neu-
ral Network (RNN), Conditional Restricted Boltzmann Machine
(CRBM), and Convolutional Network (CN) models using weather
dataset for weather forecasting. In [15], B. Klein et al. presented
a novel deep network layer entitled as “Dynamic Convolutional
Layer” for generalization of the conventional convolutional layer in
short range weather prediction. F. Cui et al. [16] presents a unique
GHI (Global Horizontal Irradiance) prediction approach that mixes
ground-based sky photos using that they extracted cloud map fore-
cast (CMF) and cloud base height numerable pattern. To accomplish
the correct CMF, a metamorphosis of original sky pictures proceeds.
In [17], S.M. Sumi et al. performed modeling of the rainfall using a
proposed novel hybrid multi-model method to develop an optimal
input technique. The proposed model incorporates artificial neural
network, multivariate adaptive regression splines, the k-nearest
neighbour, and radial basis support vector regression for rainfall
forecasting. Considering these existing methods daily and monthly
rainfall are modelled. K. Kaviarasu et al. [7] discussed the difficulty
of working with time series dataset. Their proposed work is based
on digital cloud images to predict the rainfall. They used the K-
means clustering technique to identify the type of cloud first. In
their work, they only classified two types of rainfall clouds i.e.,
Nimbostratus and Cumulonimbus for rainfall prediction. In [18], S.
Lee et al. proposed a divide and conquer methodology for rainfall
prediction where the entire region is sub divided into four sub-areas
and each of these sub areas is modeled with a different method. In
their work, depending on the location oriented information, RBF
networks are incorporated for predictions of two larger areas and
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Table 1:Methodological Review of Rainfall Prediction

Author/ Year Algorithm Used Dataset Used Performance Evaluation

P.R. Larraondo et al./ 2019
[8]

Convolutional Encoder-Decoder
Neural Network

NWP ERA-Interim global
climate reanalysis dataset

Mean Absolute Error (MAE) [mm]=
0.3417 (No precipitation); MAE
[mm]= 0.4845 (0.45 mean
precipitation)

S. Aswin et al./ 2018 [6] Convolutional Neural Network The Global Precipitation
Climatology Project (GPCP)
dataset

Root Mean Square Error (RMSE)=
2.44; MAPE= 1.7281

X. Shi et al./ 2017 [9] Convolutional LSTM and
Trajectory
GRU models

HKO-7 (Hong Kong
Observatory) Dataset

Not provided

P.R. Larraondo et al./ 2017
[10]

Convolutional Neural Networks Numerical Weather Predictions
(NWP) dataset

71% accuracy

M. Qui et al./ 2017 [11] Multi-Task Convolutional Neural
Network

Guangdong province (GD-data)
dataset; Manizales city
(MC-data) dataset

RMSE = 11.253

E. Hernández et al./ 2016
[12]

Auto-encoder network and a
multilayer perceptron network

Meteorological station dataset Mean Square Error (MSE)= 40.11;
RMSE= 6.33

S.H.I. Xingjian et al./ 2015
[13]

Convolutional LSTM Network MNIST dataset; Radar Echo
dataset

Rainfall-MSE=1.420; Correlation=
0.908

A.G. Salman et al./ 2015
[14]

Conditional Restricted
Boltzmann Machine (CRBM) and
Convolutional Neural Network

EI-Nino Southern Oscillation
(ENSO) dataset; BMKG dataset

84% accuracy

B. Klein et al./ 2015 [15] Convolutional Neural Network Tel Aviv dataset (TAD); Israel
dataset

Running time is faster than the
Patch
Based CNN

F. Cui et al./ 2015 [16] Global Horizontal Irradiance
(GHI)

Ground-Based Sky Images
Dataset

RMSE=1.8% (clear sky condition);
RMSE=13.6% (cloudy sky condition)

S.M. Sumi et al./ 2012 [17] Artificial neural network;
Multi-variant adaptive regression
splines and radial basis support
vector regression

Fukuoka and Saga rainfall
dataset

95% accuracy

K. Kaviarasu et al./ 2010 [7] K-Means Clustering technique Private dataset Average accuracy 51.58%
S. Lee et al./ 1998 [18] Artificial Neural Network Private dataset Relative Error = 0.46; Absolute

Error = 55.9

two smaller areas. Finally, the predictions in these two areas were
done using existing regression model depending on the information
of elevation.

3 METHODOLOGY
In this section, our methodology for multi-class cloud classification
followed by rainfall prediction is described. The classification of
cloud images for rainfall prediction from all types of cloud images
is performed using two-stage classification modules. In first stage
classification (Stage-I Classification module), the cloud images are
classified for clear sky and non-clear sky. After Stage-I Classification
module, if it is classified as the “sky is clear”, then the model gives
the prediction result based on “clear sky” information. And if the
cloud images are detected as non-clear sky, then the cloud patterns
are further classified into four major categories i.e., Cirro-form
Cloud; Strato-form Cloud; Cumulo-form Cloud; Nimbo-form Cloud

in Stage-II Classification module and then the model gives the
prediction result based on cloud information.
In our proposed work, we have used state-of-the art Convolutional
Neural Network (CNN) architectures in both Stage-I and Stage-
II classification module. CNN is a highly efficient identification
method comprising of Artificial Neural network (ANN) which has
been attracted wide attention in recent years. It typically consist
of four building blocks/ layers [19]: Convolution layer; Activation
layer; Pooling layer; and Fully Connected layers. The first three
layers i.e. convolution, activation and pooling layers are also in
combination known as feature extraction layer whereas the fourth
layer i.e., fully connected layer is termed as classification layer.
Many pre-trained models of CNN are available publicly for the
research community. These models are generally pre-trained on
ImageNet challenge dataset [20]. From literature, we implemented
six well-known pre-trained CNN models for cloud classification
and rainfall prediction. These CNN architectures are: VGG16 [21],
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VGG19 [21], AlexNet [22], Inception-V3 [23], GoogleNet [24], and
ResNet-101 [25]. For effective classification, we have used the afore-
mentioned CNN architectures as binary classification task in Stage-I
Classification module and multi-label classification task in Stage-II
Classification module. The pre-trained models of CNN are used in
two major categories in both Stage-I and Stage-II module. In first
section, we extracted the discriminative features of the cloud im-
ages using CNNs and classified with conventional Support Vector
machine (SVM) classifier [26] with linear kernel and k-fold cross
validation. In second section, we have fine-tuned the pre-trained
CNN architectures there by replacing the last fully connected layer
with two neurons for Stage-I classification module and four neurons
for Stage-II classification module.
Dataset and Augmentation. In our work, we have used the cloud
images from SWIMCAT [27] dataset. The SWIMCAT dataset con-
tains 784 images of sky /cloud images in five major categories so
as described in Fig. 1. Each of the images are in .PNG format with
a resolution 125×125 pixels. To increase the size of the dataset,
we have performed the flipping (horizontal and vertical flipping),
translations (±5, ±10, ±15, ±20, ±25, and ±30), and rotations (45°,
90°, 135°, 180°, 225°, 270°, and 315°) to create the different views of
the cloud images. Therefore applying the following augmentation
techniques, the original dataset is increased with 16,464 augmented
cloud images.
Parameter Configuration. Each of the pre-trained CNN models
are implemented and tested on GPU platform of workstation with
64 GB installed memory (RAM). For training purpose, we used 80%
augmented cloud images from each cloud category, and for testing
purpose, we used 20% images of augmented images from each cloud
categories. Further, the training set along with its ground truth la-
bels (class labels) are randomly shuffled and splitted into training
and validation set in 80:20 ratio. The training and validation accu-
racy/ loss are measured using stochastic gradient descent optimizer
[28] and binary cross entropy [29] for Stage-I classification mod-
ule. Similarly, training and validation accuracy/ loss are measured
using stochastic gradient descent optimizer [28] and categorical
cross entropy [29] for Stage-II classification module. In general, the
training performance are measured with varying epochs (i.e., 50 to
150 epochs) and a batch size of 10 images for each of the considered
epochs and are described in the next section.

4 EXPERIMENT RESULTS AND DISCUSSIONS
In this section, the prediction performance of both the Stage-I and
Stage-II classification modules are described.

First, for measuring the performance of pre-trained CNN models
as a feature extractor followed by conventional SVM classification,
the prediction performance for cloud classification and rainfall
prediction are shown in Table 2 and Table 3 respectively. The pre-
diction performance of the pre-trained CNN models are evaluated
by the comparison of Accuracy, Recall, Precision, and F1-Measure.
The best performed CNN model is represented by bold texts. From
Table 2 and Table 3, it has been observed that Resnet-101+SVM
outer performed the other CNN models for both the modules i.e.,
with an accuracy, recall, precision, and F-Measure of 0.8122, 0.6762,
0.7142, and 0.6946 respectively for Stage-I classification module and

with an accuracy, recall, precision, and F-Measure of 0.7809, 0.6410,
0.5833, and 0.6108 respectively for Stage-II classification module.

Second, for measuring the performance of the pre-trained CNN
models thereafter fine tuning (as described in Section 3), the train-
ing performance is measured in terms of training accuracy and
validation accuracy and the testing performance of the trained
models on cloud dataset are measured in terms of Accuracy, Recall,
Precision, and F1-Measure. The performance evaluation of the fine-
tuned CNN models for both the Stage-I and Stage-II classification
module are reported in Table 4 and Table 5 respectively. Here also
the best performed CNN model is represented by bold texts. From
Table 4 and 5, it can be observed that number of epochs also plays a
significant role in the cloud classification based on CNN models for
rainfall prediction. Most of the CNNmodels showed best prediction
performance with the increase in number of epochs. Moreover, it
can be observed that for Stage-I module, VGG-16 model (i.e., for
150 epochs) has shown best prediction performance with training
and validation accuracy of 91.10% and 87.50% respectively. And
the testing performance in terms of accuracy, recall, precision, and
F1-Measure is of 0.8037, 0.6821, 0.7293, and 0.7049 respectively. Con-
versely for Stage-II module, ResNet-101 model (i.e., for 150 epochs)
has shown best prediction performance with training and valida-
tion accuracy of 89.89% and 81.81% respectively. Also, the testing
performance in terms of accuracy, recall, precision, and F1-Measure
is of 0.7481, 0.5832, 0.6268, and 0.6042 respectively.

5 CONCLUSION
In this paper, the effectiveness of CNNs has been evaluated for
rainfall prediction using cloud images. The performance of the
CNN models for rainfall prediction has been explored in two stage
modules. In Stage-I, the cloud images are classified using CNNs as
clear-sky and non-clear sky images. In Stage-II, the non-clear sky
images are further classified using CNNs in four major categories in-
cluding Cirro-form Cloud; Strato-form Cloud; Cumulo-form Cloud;
Nimbo-form Cloud and then gives the rainfall prediction result
based on the cloud information. Experimental results shows that
CNN architectures as a feature extraction method obtained highest
accuracy.
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