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A Methodological Survey on Fake Data Generation 
in Multimedia Forensics 

Abstract— Manipulation of real-world photos/ videos 
through various computer-aided softwares and android 
applications has received significant attention. Even though 
most of the people across the community use these softwares for 
their personal entertainment, it is malicious if the people use 
these softwares for hiding/ concealing certain contents in 
images/ videos from criminal activity (i.e., forgers). Therefore, 
there is a huge demand for developing computer-aided systems 
for identifying and locating these forged regions in the images/ 
videos. In the present scope of this paper, we provided an 
extensive survey on procedures and tools for fake/ forged 
dataset generation. It also presents a survey on various 
benchmark datasets used by the researchers for fake/ forgery 
detection. The presented survey can be a useful contribution for 
the research community to develop a new method/ model for 
forgery detection thereby overcoming the limitations of the 
state-of-the-art methods. 

Keywords— Digital Media, Forgery/ Fake, Datasets, Fake 
Dataset Generation Tools, Methodological Review. 

I. INTRODUCTION 

In the era of digitization, digital media (i.e., image, video, 
and voices) plays a significant role for the people to carry large 
amounts of information. The use of image/ video data for 
various purposes promotes the advancements of sophisticated 
editing softwares such as Photoshop [1], Flimora [2], 
BeautyCam[3], GIMP [4], OpenShot [5], and other android 
applications. With the progress of various image and video 
editing softwares can be considered as a two-handed sword. 
In one aspect, it enables the enhancement of photos/ videos by 
boosting the public to share their thoughts on photo editing 
(i.e., adjusting the brightness of the images for uploading in 
various social profiles; replacing the background in wedding 
photos). In another aspect, it is much common to forge/ fake 
the information of images/ videos without providing any 
perceptible evidence. For instance, visual information in the 
form of videos and images plays an important role in 
numerous real world applications and can be observed in news 
media, medical applications, education, scientific research, 
criminal inquiries, etc. [6]. Due to the availability of 
sophisticated editing softwares, forgers can efficiently spread 
rumors thereby creating forged images/ videos which may 
provide negative impacts on the society. 

 There may be a situation where government officials or 
some well renowned celebrities have visited a place for 
some social/ political activities. But intentionally media/ 
trollers (purposely says controversial) may create some 
fake scenes about the person and negative impacts may 
arise among the people and reduce the peace and harmony 
of the state/ country. 

 Moreover, in real world scenarios, it can be found that 
CCTVs are installed by governments in various public 
places including smart city and campus for security and 
surveillance. In certain situations, there is a chance for 
intruders to perform illegal activities. Due to this reason, 
when such kinds of CCTV footages are presented as 
evidence against certain criminal activities to the courts or 
forensic departments, these videos may be forged (i.e., 
altered) and will be very difficult to detect in naked eyes 
due to the high contrast loss. 
Considering the above situations, a well-known real-

world example is the fabricated news flash published in [7] 
where outlet depicts a civilian killed by U.S. Army Strykers 
on a major roadway. Lithuanian officials denounced the 
photo as an attempt to divide the NATO alliance [7]. Also, 
fabricated news in terms of digital photos has been published 
in Malaysian dailies where it has been depicted that Jeffrey 
Wong Su En receiving the award from Queen Elizabeth II. 
However, this photo was later proven fake by the original 
picture which was actually Ross Brawn receiving the Order 
of the British Empire from the Queen [8].  Thus, with the 
availability of manipulation tools, it is necessary to design 
and develop forgery detection algorithms/ models for finding 
manipulation in images/ videos. During the last few decades, 
numerous works have been published related to designing 
and creating various benchmark datasets so as to solve the 
various aspects of fake/ forgery detection problems. 
Conversely, in recent days, high-level image/ video 
manipulation has been automated by advanced computer 
vision technologies. The main motive of this paper is to 
review the procedures adopted by the researchers for forgery/ 
fake/ forged dataset generation. 

To meet up the specific necessities, the main contribution 
of this paper are: 
1) A detailed survey on various open source/ private tools 

used by the researchers for fake dataset generation are 
provided. 

2) A detailed description on various public and private fake 
detection benchmark datasets is presented in this work 
which clarifies the way of future research. 

3) It also provides a detailed review of vision based 
methodologies for fake dataset creation. 
The whole paper is outlined as: In Section II, survey on 

the various tools used by the research communities for 
creating fake/ forged images/ videos are elaborately 
described. Section III illustrates the survey on vision based 
methodologies for fake/ forged dataset generation. In Section 
IV, methodological review on fake detection algorithms has 
been reported. And finally, Section V concludes the paper. 
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II. SURVEY ON FAKE DATASET GENERATION TOOLS 

With the advancement of digital technologies, fake/ forged 
dataset generation using the data generation tools plays a 
significant role  in  various  areas  of  computer  science. The 
brief summary of the tools used by the research communities 
for fake dataset generation are summarized in TABLE I. In 
[11]-[19], authors have used the SULFA video dataset for 
forgery detection. In the SULFA dataset, all the forged videos 
are made by using [9] and [33] tools. Both the tools are very 
easy to access and give users more flexibility to edit the 
image/videos. For instance, they have copied a region and 
pasted it into the same frame to generate fake videos by using 
[9]. Meanwhile they have used [33] to adjust the brightness 
and contrast of the tempered region so as to make the videos 
more realistic. In [21]-[23], authors have used the [20] dataset 
for experimental purposes. The [20] dataset was proposed by 
D. Tralic et al. to apply the copy-move forgery detection 
algorithms. In this dataset authors generated their forged 
images by Adobe Photoshop. Using this tool, they have copied 
a small area of an image and pasted it on another place of that 
image. For instance, the authors of [26]-[28] have used the 
CASIA V1 dataset to evaluate their image splicing detection 
algorithm. In the CASIA dataset spliced images are created by 
using Adobe Photoshop CS3, CS6 [9] tool. For instance, they 
have used this tool to cut a small portion of an image and paste 
it to another portion in different/ similar image and by using 
this tool the whole dataset has been designed. In [30]-[32], 
authors had used VTD dataset to evaluate the effectiveness of 
the proposed method. The VTD dataset is also designed by 
using Adobe Photoshop CS3. Other than these tools, several 
Graphical User Interface (GUI) based tools were available that 
are used for various purposes as per the need of the users. The 
[34]-[37] are GUI-based fake data generation tools. These are 
used for the generation of counterfeit animated face images 

depending on the still image of anyone.  By using [34][35], 
one can choose any favorite person's face (i.e., celebrities or 
any renowned person) and make a video clip/ animated file 
with the selected image. However [34] has some limitations 
because the tools are trained on Chinese people, so it can not 
generate face images correctly for those who are not Chinese. 
In contrast, [36] allows humans to visualize how they will look 
in their old age period. This tool is designed for entertainment 
purposes and is prevalent on social media platforms. By using 
[37], anyone can make animated files with music from one 
single image of any person, and it also allows people to swap 
faces among two-person. Nowadays, these tools have been 
very trending in social media and many people make fake 
videos by using politician’s images to spread the memes. 

III. SURVEY ON VISION BASED METHODOLOGIES FOR FAKE/ 
FORGERY CREATION IN IMAGES AND VIDEOS 

In literature, several vision based algorithms were 
proposed to generate forged/tempered images/ videos. These 
algorithms were in combination known as “DeepFake” 
methods. This is a deep learning oriented framework(s) 
designed especially for generating fake images/ videos. Using 
the application of vision based technologies (deep fake), the 
researchers designed and created various forged datasets to 
evaluate the forgery detection models as shown in TABLE II. 
In [54], Shaoanlu proposed a method using the concept of 
generative adversarial network (GAN) to create fake images 
of humans. The proposed method can predict an attention 
mask that helps to handle occlusion, eliminate artifacts, and 
produce natural skin tone. The model can generate videos in 
different resolutions. In [55], M. Kowalski designed a method 
named FaceSwap. This method takes an image of a person we 
want to see on our own face and locate the landmark points 
thereby detecting the face regions. Then the 3D model is fitted 
on the landmark points, the vertices are considered as the 

TABLE I: IMAGE/VIDEO EDITING TOOLS USED BY THE RESEARCH COMMUNITY FOR FAKE DATASET GENERATION 
Editing 
Tools 

Tools Used by 
the Dataset Purpose of the Tool Advantages Disadvantages Dataset 

Used 
Adobe 
Photoshop 
CS3, CS6 [9] 

SULFA [10] The tool is used in these 
datasets for copying certain 
regions/ objects from same/ 
different images and paste it 
into different locations of 
similar/ different images. 

It is a professional image editing 
tool. We can adjust the color 
balance, temperature, etc. of any 
image. It supports almost all image 
formats and is also available for all 
types of operating system. 

It does not allow video 
editing, and it is not freely 
available. To use this tool a 
paid subscription is needed. 

[11]-[19] 
CoMoFoD [20] [21]-[23] 
CASIA V1 [24] [26]-[28] 
VTD [29] [30]-[32] 

Adobe After 
Effect CS5 
[33] 

SULFA [10] The tool is used in these 
datasets for copying certain 
regions/ objects from images 
and pasting it into different 
locations of images. 

It is prevalent because lots of filters 
and advanced settings are available 
on it to create more realistic 
fake/tempered videos. 

It takes extensive rendering 
time to save a project. It is a 
paid software. [11]-[19] 

ZAO[34] -- This tool can be used to 
choose any favorite person's 
face and make a video clip 
with the selected image. It is very easy to use. The tool only 

takes an image from the users and 
gives the option to choose the 
desired face images. 

It cannot correctly generate 
the face images of those who 
are not Chinese. It might be 
because the tool is trained on 
Chinese facial datasets. 

-- 

Reface[35] -- It allows people to impose 
their face on photos, videos, 
and GIFs. The system will 
create fake photos and videos. 

Sometimes it generates a 
distorted image. 

-- 

Face App 
[36] 

-- It allows humans to visualize 
how they will look in their old 
age period. 

It is freely available on the internet 
and easy to use on a smartphone.  

With this tool, we can’t 
generate any types of fake 
facial expressions like other 
deep fake generation tools. 

-- 

Wombo [37] -- Using this tool, anyone can 
make animated or .gif files 
from one single image of any 
person, and it also allows 
people to swap faces. 

By using it, one can generate a fake 
video by using anyone’s face 
images. And it also can develop the 
various facial expressions from the 
input images. 

It only allows the generation 
of fake animated videos of 
single-face images and 
cannot generate for images 
containing multiple faces. 

-- 

FakeApp [38] UADFV [39], 
FFW [46], 
HOHA Dataset 
[48] 

By using this tool, anyone can  
swap faces among two 
persons. 

It is freely available on the internet 
and easy to use. Along with face 
swapping, the tool also performs 
expression swapping.  

This tool may result in 
distorted images with uneven 
representation of the face 
contours within the images. 

[40][45], 
[47], 
[49]-[55] 
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texture coordinates. Once the 3D models are rendered, the 
image obtained from the rendered   model is assorted with the 
image attained from the camera/ user using feathering (alpha 
blending) and very simple color correction. The method is 
proposed for swapping two faces there by manipulating the 
expression of the faces. Using this method, FaceForensics++ 
dataset [56] is designed for the research community. For 
instance, in [57], P. Korshunov et al. designed a GAN-based 
approach for face swapping. In this method, for each pair of 
subjects to be swapped, dual GAN models were trained two 
generate two video versions (i.e., low quality (LQ) and high 
quality (HQ) models).  In the case of LQ model, a face was 
generated for each of the considered frame considering a 
frame from the input video. After that using the segmentation 
algorithm, facial mask was detected and the generated face 
was mixed with the target face video. Further for the case of 
HQ model, the mixing was carried out depending on the facial 
landmarks alignment detected between the generated face and 
the original face using [64] between the generated and the 
authentic face.  Finally, histogram normalization was carried 
out so as to adjust the lighting conditions. Using this method, 
two datasets i.e., Celeb-DF, and DFDC are designed. In [60], 
T. Karras et al. proposed a method using GAN [61] for 
generating realistic fake face images. And using this method, 
CELEBA-HQ [60] has been designed. In [66], C.C. Hsu et al. 
designed a dataset for detecting the fake images. They have 
used three GANs from the literature to generate high-quality 
fake images. These GANs are BigGAN [67], SA-GAN [68], 
and SN-GAN [67]. In [74], I.P. Freelancer et al. proposed a 
face swapping method named DeepFaceLab. The method is a 
combined open source system consisting of three phases 
sequentially i.e., extraction, training, and conversion.  The 
method achieved photorealistic face-swapping results. In [76], 
M.Y. Liu et al. proposed a Few-shot UNsupervised Image-to-
image Translation framework based on GAN [61] for 
mapping an image of a source class to a target class based on 
learning image-to-image translation model thereby generating 
fake object’s videos of heterogeneous classes. For instance, A. 
Lattas et al. [79] and S. Ha et al. [80] proposed vision based 
methods to create 3D fake face images. The method [79] 
basically uses an end-to-end reflectance inference network for 

reconstruction of high-quality 3D facial geometry and 
reflectance from a single image. Conversely, the method [80] 
is a few-shot face rebuilding framework named as 
MarioNETte which is capable of reenacting the face of unseen 
targets.  In [84], Y. Deng et al. proposed an approach named 
DiscoFaceGAN which generates face images with 
DISentangled, precisely-COntrollable latent representations 
for identity of non-existing people, expression, pose, and 
illumination. In [85], T. Karras et al. proposed a style based 
GAN for generating fake images. In [89], J. Thies et al. 
proposed an approach for facial expression transfer/ 
manipulation in monocular target video sequence (i.e., videos 
from YouTube). In [93], K. Olszewski et al. proposed a novel 
network to attain 3D manipulation of image content and 
named it as Transformable Bottleneck Network (TBN). The 
proposed network utilizes one or more images to encode 
volumetric bottlenecks and combined in an output view 
coordinate frame. Further, transformed bottlenecks are then 
decoded to create state-of-the-art novel views, as well as 
reconstruct 3D geometry thereby permitting imaginative 
manipulations. 

IV. SURVEY ON FAKE/ FORGED DATASETS 

In the literature, several fake image/video datasets are 
proposed for developing methodologies for fake detection. 
The brief summary of the available dataset used for 
development of forgery detection algorithms/ models are 
summarized in TABLE III. In [95], P. Kwon et al. designed a 
large-scale dataset consisting of synthesized and real videos 
of Korean subjects. The proposed dataset contains real video 
and 175,776 fake video. The faking of this dataset is done in 
terms of face swapping, and face reenactment. In [96], V. 
Vinolin et al. designed a face video dataset, which contains 
100 real and 100 fake face images. Each video of this dataset 
contains 3600 frames. In [56], A. Rossler et al. have designed 
a fake facial dataset for expression manipulation detection 
using deep fakes. The dataset contains 1000 authentic and 
3000 fake face videos. In [97], H. Dang et al. designed a 
Diverse Fake Face Dataset   (DFFD). The  dataset contains  
58703 real and 240336 fake images. Moreover, the dataset 
contains 1000 real and 3000 fake videos. In this dataset, a wide 

TABLE II: COMPUTER VISION BASED METHODOLOGIES PROPOSED BY THE RESEARCH COMMUNITY FOR FAKE DATA GENERATION 
Author/ Year Methodology Purpose of the Proposed Method Dataset Created Used by 

Shaoanlu, 2018 [54] faceswap-GAN The method is used for generating videos of fake/ forged 
faces in terms of expression manipulation. 

Own Dataset [40]-
[45] M. Kowalski, 2021 [55] FaceSwap  FaceForensics++ 

[56] 
P. Korshunov et al., 
2018 [57] 

DeepFake Celeb-DF [58] 
DFDC [59] 

T. Karras et al., 2017 
[60] 

Generative Adversarial 
Network (GAN) [61] 

The method is used in these datasets for generating realistic 
fake face images. 

CELEBA-HQ [60] [62]-
[65] 

C.C. Hsu et al. [66] BigGAN [67], SN-GAN 
[67], SA-GAN [68],  

The method is used in these datasets for generating realistic 
fake face images. 

Own Dataset [69]-
[73] 

I.P. Freelancer et al. [74] DeepFace Lab Tool The method is used in these datasets for generating realistic 
fake face swapped images. 

Own Dataset [75] 

M.Y. Liu et al. [76] FUNIT The method generate fake object’s videos of heterogeneous 
classes depending on the few-shot generation 

Own Dataset [77]-
[78] 

A. Lattas et al. [79] AvatarMe++ These methods are used to transform the face landmark 
dramatically to generate fake 3D face images 

Own Dataset - 
S. Ha et al. [80] MarioNETte  Own Dataset [81]-

[83] 
Y. Deng et al., 2020 [84] DiscoFaceGAN The method create rendered faces virtual people with 

disentangled 
Own Dataset - 

T. Karras et al., 2019 
[85] 

StyleGAN  The method generate fake human face images with stochastic 
variation in the generated images. 

Own Dataset [86]-
[88] 

J. Thies et al., 2020 [89] Face2Face The method creates fake face dataset in terms of expression 
transfer. 

Own Dataset [90]-
[92] 

K. Olszewski et al., 
2019 [93] 

TBN The method is used for generating 3D transformation of an 
object’s images (i.e., Chair, Car, and Human) and also 
generate the deformation images from authentic images. 

Own Dataset [99] 
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variety of face manipulation has  been done including 
swapping of expression and identity, manipulation of 
attribute, and synthesizing entire human ace. In [58], Y. Li et 
al. designed a  high-quality deep fake video  dataset in terms 
of facial expression manipulation and given the name as celeb-
DF. The dataset contains 590 real videos and 5639 fake 
videos. In [59], B. Dolhansky et al. designed a Deepfake 
Detection Challenge (DFDC) dataset incorporating the 
concept of deep fake method with 74% male and 26% female 
face samples. The dataset contains 4119 videos in terms of 
face swapping. In [39], Y. Li et al. designed a UADFV dataset 
which is a collection of deep fake generated videos and their 
corresponding real videos in terms of eye blinking 
manipulation in human faces. This dataset contains 49 real and 
49 fake videos. In [57], P. Korshunov et al. created a fake face 
video dataset i.e., Deepfake Database using GAN guided face 
swapping algorithm. To design this dataset, the authors have 
taken video from VidTIMIT database as an original data 
which contains 10 videos with 43 subjects. For 16 pairs of 
subjects, the dataset contains 620 fake videos. In [98], T. 
Carvalho et al. designed a fake dataset by adding one or more 
persons in the original image. The dataset has two versions. 
The first version has 100 authentic and 100 fake images and 
the second version of the dataset contains 25 original and 25 
fake images. In [11], J.C. Neves et al. designed an 
iFakeFaceDB dataset for studying the robustness of face 
manipulation detection algorithms. The dataset contains 
87,000 synthetic face images. In [100], 100K-Faces dataset is 
available for study related to face manipulation. The dataset 
contains 100,000 forged face images. In [29], O. I.Al-Sanjary 
et al. have designed a Video Tampering Dataset (VTD) 
comprising a total of 33 authentic and 33 fake videos. In this 
dataset, authors have included three types of manipulation 
operations (i.e., splicing frames, swapping frames, and copy-
move). In [100], J. Chao et al. have used TRECVID Content 
Based Copy Detection (CBCD) scripts to insert and delete 
frames in a video. In [41], E. Ardizzone et al. design a CVIP 
dataset which contains 160 forged videos. The dataset is 
designed for the study of copy move forgery detection 
algorithms. In [10], G. Qadir et al. generated a forged video 
dataset named as SULFA dataset and they have added the 
concept of copy-move forgery in all the considered video 

clips. The dataset contains total 150 videos. For instance, D.T. 
Dang-Nguyen et al. [102] designed a fake dataset for the 
forensics community. The dataset comprises of 8156 spliced 
images. In [24], J. Dong et al. designed CASIA tampered 
image dataset which contains two versions CASIA V2 and 
CASIA V1.0. The dataset is designed for object and region 
splicing. The CASIA V2 dataset contains 7200 authentic and 
5123 forged images. Conversely, CASIA V1.0 contains 933 
authentic and 921 forged images. In [20], D. Tralic et al. 
proposed a CoMoFoD dataset to detect copy-move forgery 
which contains 260 fake images.  

V. CONCLUDING REMARKS 

In this paper, we have reviewed various research works 
on generation of fake/ forged datasets and also provided 
methodological reviews on fake/ forgery generation 
techniques. As reviewed, it has been observed that although 
various datasets are designed for developing fake/ forgery 
detection methods but these datasets does not provide the 
variance of small and large objects forged/ faked in the 
images/ frames. Therefore, there is a need for designing a 
large annotated object based forged datasets in both indoor 
and outdoor environments.  
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