
Eye region-based fusion technique of
thermal and dark visual images for
human face recognition

Mrinal Kanti Bhowmik
Debotosh Bhattacharjee
Dipak Kumar Basu
Mita Nasipuri

Downloaded From: http://opticalengineering.spiedigitallibrary.org/ on 05/18/2015 Terms of Use: http://spiedl.org/terms



Eye region-based fusion technique of thermal and dark
visual images for human face recognition

Mrinal Kanti Bhowmik
Tripura University (A Central University)
Department of Computer Science and Engineering
Suryamaninagar 799022, Tripura, India
E-mail: mkb_cse@yahoo.co.in

Debotosh Bhattacharjee
Dipak Kumar Basu
Mita Nasipuri
Jadavpur University
Department of Computer Science and Engineering
Kolkata 700032, India

Abstract. We present an approach for human face recognition using eye
region extraction/replacement method under low illumination and varying
expression conditions. For conducting experiments, two different sets of
face images, namely visual and corresponding thermal, are used from
Imaging, Robotics, and Intelligent Systems (IRIS) thermal/visual face
data. A decomposition and reconstruction technique of Daubechies wave-
let co-efficient (db4) is used to generate the fused image by replacing the
eye region in the visual image with the same region from the correspond-
ing thermal image. After that, independent component analysis over the
natural logarithm domain (Log-ICA) is used for feature extraction/
dimensionality reduction, and finally, a classifier is used to classify the
fused face images. Two different image sets, i.e., training and test image
sets, are mainly prepared using the IRIS thermal/visual face database
for finding the accuracy of the proposed system. Experimental results
show the proposed method is more efficient than other image fusion tech-
niques which have used region extraction techniques for dark faces. © 2012
Society of Photo-Optical Instrumentation Engineers (SPIE). [DOI: 10.1117/1.OE.51.7.077205]
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1 Introduction
In uncontrolled environments, face recognition based on
only visible spectrum is still a challenging task. This is
due to the large variations in visual images caused by differ-
ent illumination conditions, pose variations, aging, expres-
sions, and disguises like glasses, facial hair, or cosmetics
etc.; the first two, i.e., variations in illumination and pose1

are unavoidable in different applications, such as surveil-
lance, outdoor access control, etc. Performance of visual
face recognition usually degrades a lot when the lighting
is too low or when it is not illuminating the face homoge-
neously. Sometimes, the changes due to illumination varia-
tion become more prominent than the differences between
the individuals. Many algorithms, e.g., dropping leading
eigenfaces, histogram equalization etc., have been studied
with partial success to reduce the effects of such variations.2

All of these techniques try to reduce the within-class varia-
tion caused by illumination changes. A visual image based
face recognition system that has been optimized to identify
the light-skinned people, may cause higher false alarms
while experimenting with the dark-skinned people. Recently,
researchers have investigated the use of thermal infrared (IR)
face images for person identification to tackle the problems
due to illumination variation, presence of facial hair, changes
in hairstyle, etc.3–6; however, thermal images may not per-
form well for recognition of faces with varying poses,
which are very common in this field. Further, IR imagery
has few other disadvantages as it is sensitive to temperature
changes in the surrounding environment and variations in the
heat patterns of the face. In contrast, visual imagery is more

robust in respect to the above factors, but highly sensitive to
illumination variation. This suggests that a proper fusion7 of
the information from both visual and thermal spectra may
have the potential to improve face recognition performance.

In the present paper, we have proposed a method toward
the partial solution of face recognition under low lighting
condition, by eliminating the low illuminated region from
the visual image of a face and then replacing it with the cor-
responding region of the thermal image of the same face; and
finally the resultant image is fused with the same thermal
image. As, eye is the most important fiducial region on a
face and because of the fact that thermal images are less
affected due to illumination variation than visual images,8

it may be helpful to fuse the visual image, generated after
region replacement, with the thermal image. The researchers
for human face recognition under low illumination condition
have already developed different techniques. Goh et al. in
Ref. 9 introduced a wavelet based illumination invariant
reflectance model to a solution for visual face image recog-
nition. The method proposed by them intends to remove illu-
mination component by changing the wavelet approximation
subband coefficients to zero values. The algorithm was tested
on two different databases and achieved the equal error rate
(ERR) of 10.83% and 15.37% in two different experiments
using the Yale B database, and 14.73% using the CMU PIE
database. In Ref. 10, Ekenel and Sankur proposed a method
based on subspace projection operation like PCA and ICA
and employed multiresolution analysis to decompose the
image into its subbands. Their aim was to search for the
subband that is insensitive to variations in expression and
illumination. This algorithm was tested on face images
that differ in expression or illumination separately, from
the CMU PIE, FERET and Yale databases, and achieved0091-3286/2012/$25.00 © 2012 SPIE
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91.55% of correct recognition rate. In Ref. 11, Cheng et al.
proposed a novel approach for illumination normalization
under varying lighting conditions based on a 2D Gaussian
illumination model. The algorithm was tested on the Yale
B database, and a recognition rate of 88.50% was achieved.

The organization of this paper is as follows. In Sec. 2, the
complete overview of the system implementation of this
paper is given; in Sec. 3, the experimental results are pre-
sented, and in Sec. 4, conclusions and future work of the
system are presented.

2 System Overview
The proposed technique for recognition is based on replace-
ment of a low-lightning eye region of a visual face image by
the corresponding region from its thermal image, and then
fusion of this newly formed face image with the same ther-
mal face image. The steps may be given as follows:

(1) Creation of a new matrix of dimension equal to that of
visual image.

(2) Detection of low illuminated eye region in the
visual image.

(3) Copying of the pixel values of the visual face image,
except the low illuminated region into the newly
created matrix.

(4) Extraction of region, equivalent to the low illumi-
nated region of visual face, from the corresponding
thermal face image.

(5) Copying of the pixel values of the extracted region in
step (4) into respective positions in the newly created
matrix.

(6) Fusion of newly created image matrix with the ther-
mal image.

In Fig. 1, sample images from the IRIS database are pre-
sented. These sample thermal and visual images are not of
the same resolution, but they are of same expression, pose,
and illumination. It clearly indicates how a visible image
varies with the change of illumination, especially when
the images are taken under dark condition, whereas thermal
images are unaffected by such changes. Therefore, fusion
with thermal image may be the solution to the problem of
varying illumination. The block diagram of the entire system
is shown in Fig. 2.

2.1 Replacement of Low Lighting Area of Face

This proposed algorithm is an attempt to eliminate the region
of low illumination from the visual face with the help of
corresponding thermal image. According to the database
information of the IRIS thermal/visible face database,12 it con-
tains 4228 pairs of thermal and corresponding visual images
with different expressions, illumination, and poses. Out of
these images, only the dark images have been used in this
work. These images were captured in a dark room. The pre-
sence of natural light may still be noticed in the left side of the
face images during photography, but the right side of the
images are too dark because of the absence of natural light
source; these images with different expressions are mainly
used in our proposed work. As the eye is one of the most
important fiducial regions of the face, we have replaced
only the upper right portion of the visual face image with
the corresponding face region of the thermal image. For
this, the face images have been divided in such a way, so
that the low illuminated area can be extracted from a face.

2.1.1 Division of a face image in multiple parts

The original visual image of the database is resized first so
that they are of same resolution. Then the visual and corre-
sponding thermal images are divided into four equal parts.
Out of these identified areas of a visual image, the least illu-
minated area is detected and replaced with the corresponding
area of the corresponding thermal image. Figure 1 represents
the original thermal and corresponding visual images of the
database, and Fig. 3 represents the resized images of the
images shown in Fig. 1. Among those four face areas, dis-
cussed above, the low illuminated area is only the upper right
portion of the visual image, which is to be replaced with
the corresponding face area of thermal image. In Fig. 4,
the detected and extracted low illuminated area of visual
image is shown.

2.1.2 Replacement of the low illuminated area of
visual face image

Before replacing the low illuminated area of eye from the
visual face, the corresponding thermal image will be divided
in the same manner. Finally, the low illuminated eye region
of the visual face image is replaced by the corresponding
region of thermal face image. In Fig. 5(a), extraction of
region from thermal face image corresponding to the low

Fig. 1 (a) and (b) are the thermal and corresponding visual images, respectively, of the Imaging, Robotics, and Intelligent Systems (IRIS) database;
320 × 240 pixels with the same expression, pose, and illumination.
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illuminated visual face image is shown, and in Fig. 5(b), the
replaced low illuminated area of visual image is shown.

2.2 Image Fusion in Wavelet Domain

The Daubechies wavelet is used for decomposition and
reconstruction of the images during image fusion technique.
It belongs to the family of orthogonal wavelets defined as a
discrete wavelet transform and is characterized by a maximal
number of vanishing moments for some given support. It is
more efficient in multi-resolution data fusion using multi-
resolution analysis (MRA), which maintains the information
of the original data preserving spectral information.13

2.2.1 Decomposition of visual and thermal image

The 2-D Daubechies wavelet transform (DWT) aims to
decompose the image into approximation coefficient (cA)

and detailed coefficients: horizontal (cH), vertical (cV),
and diagonal (cD), obtained by wavelet decomposition of
the input image (x). The corresponding MATLAB instruc-
tion is given below:

½cA; cH; cV; cD� ¼ dwt2ðx; 0wname 0Þ:
Here, 0wname 0 is the name of the wavelet used for decom-
position and for Daubechies Wavelet coefficient 4 (db4) has
been used as 0wname 0. The ‘dwt2’ function performs a
single-level, 2-D wavelet decomposition, with respect to
the wavelet 0wname 0. This kind of 2-D DWT leads to decom-
position of approximation coefficients at level j in four com-
ponents: the approximation coefficients (cA) at level jþ 1,
and the detail coefficients in three orientations: horizontal
(cH), vertical (cV), and diagonal (cD).9,14,15

2.2.2 Generating fused images

The main steps of the fusion algorithm are: (1) the two
images, to be processed, need to be rescaled to the same
size; (2) then both of them are decomposed into the
sub-images using forward wavelet transform, which have
the same resolution at the same levels and different resolu-
tion among different levels; and (3) information fusion is
performed based on both the high and low-frequency sub-
images of decomposed images; and finally the resulting
fused image is obtained using inverse wavelet transform.

Let, Aðx; yÞ and Bðx; yÞ be the two images to be fused, let
the decomposed low-frequency sub-images be lAjðx; yÞ and
lBjðx; yÞ, respectively, and the corresponding high-fre-
quency sub-images be hAk

jðx; yÞ and hBk
jðx; yÞ, respectively,

where j is the parameter of resolution, and j ¼ 1; 2; : : : ; J.
Also for every j, k takes the values 1, 2, and 3 representing
the detail coefficients cH, cV, and cD, respectively. Then,

Fig. 2 Block diagram of the proposed system.

Fig. 3 (a) and (b) are the resized sample images of thermal and
corresponding visual images, respectively; 50 × 50 pixels.

Fig. 4 (a) Detection of low illuminated eye region of the visual face;
(b) Extracted low illuminated region of (a).

Fig. 5 (a) Extraction of equivalent area in thermal image, which
appears dark in visual image; (b) Corresponding visual image after
replacement of low illuminated area with the extracted part in (a).

Optical Engineering 077205-3 July 2012/Vol. 51(7)

Bhowmik et al.: Eye region-based fusion technique of thermal and dark : : :

Downloaded From: http://opticalengineering.spiedigitallibrary.org/ on 05/18/2015 Terms of Use: http://spiedl.org/terms



the fused high-frequency sub-images, Fk
jðx; yÞ, may be

represented as:

If hAk
jðx; yÞ > hBk

jðx; yÞ; then Fk
jðx; yÞ ¼ hAk

jðx; yÞ
If hAk

jðx; yÞ ≤ hBk
jðx; yÞ; then Fk

jðx; yÞ ¼ hBk
jðx; yÞ:

The fused low-frequency sub images, Fjðx; yÞ, may be
defined as follows:

Fjðx; yÞ ¼ k1 · lAJðx; yÞ þ k2 · lBJðx; yÞ: (1)

In Eq. (1), k1 and k2 are given parameters, if image B is
fused into A, then k1 > k2 and vice-versa. In this paper, the
values of k1 and k2 have been picked using the ‘max’ fusion
method. The ‘max’ method constructs a row vector contain-
ing the maximum element from each column of the approx-
imation coefficient matrix. Let us consider two image
samples, A and B, as follows:

A ¼
�
0.5002 0.1340

0.6897 0.0328

�
B ¼

�
0.4462 0.2793

0.7407 0.0051

�
:

The element values for A and B range from zero to
one; maxðAÞ ¼ ½ 0.6897 0.1340 � and maxðBÞ ¼ ½ 0.7407
0.2793�. So, when B is fused into A, k1 ¼ 0.6897 and
k2 ¼ ð1 − 0.6897Þ ¼ 0.3103, and when A is fused into B,
k2 ¼ 0.7407 and k1 ¼ ð1 − 0.7407Þ ¼ 0.2593. Now,
Fjðx; yÞ and Fk

jðx; yÞ are used to reconstruct and generate
the fused image F

0 ðx; yÞ which contains high-frequency and
low-frequency information of Aðx; yÞ and Bðx; yÞ.16–19

2.2.3 Reconstruction of decomposed fused image

After generating the decomposed components of fused
image, the inverse Daubechies Wavelet (idwt2) is applied
to generate synthesized fused image. Repetition of the
decomposition scheme increases the concentration of the
approximation image in the low frequency energy. The sin-
gle level wavelet reconstruction is used here to generate the
synthesized fused images and the corresponding MATLAB
instruction is given below:

F ¼ idwt2ðcA; cH; cV; cD; 0db4 0Þ:

Here, idwt2 uses the inverse Daubechies wavelet trans-
form (db4) to compute the single-level reconstruction of
fused image F, based on approximation coefficient matrix
(cA) and detail coefficient matrices, i.e., horizontal (cH),
vertical, (cV) and diagonal (cD), respectively. Finally, the
reconstructed image is used as input to feature extraction
algorithm for dimensionality reduction. The steps for fusion
of thermal and visual image are represented in Fig. 6.

2.3 Dimensionality Reduction by Independent
Component Analysis in Natural Logarithm
Domain

Face images are very similar, and therefore, highly correlated.
It follows that they can be represented in a much lower
dimensional feature subspace. For that, independent
component analysis (ICA) is implemented over logarithm
domain.

ICA is used in many applications like feature extraction,
dimensionality reduction, data analysis, and source separation
etc.Here, ICA is implemented for dimensionality reductionon
face images. It is a technique that is mainly used for subspace
projection using projection from high dimensional to low-
dimensional space.20–23 ICA is the generalization of the prin-
cipal component analysis (PCA), which de-correlates the
high-order statistics in addition to second-order moments.

To rigorously define ICA, we can use a statistical “latent
variables” model.24 Let us assume that, we observe n linear
mixtures of n independent components (ICs).

xj ¼ aj1s1 þ aj2s2þ · · · þajnsn for all j: (2)

Instead of summation, it is suitable to use vector-matrix
notation in Eq. (2). Let x be a matrix with random vectors
x1; · · · ; xn, as its columns and s be another matrix consisting
of random vectors s1; · · · ; sn as its columns. Let A be a
matrix with elements aij. All vectors are considered here
as column vectors; thus, the transpose of xi, i.e., xTj , is a
row vector. Using this vector-matrix notation, the above mix-
ing model is written as,

Fig. 6 Block diagram showing the steps for fusion of thermal and visual images.
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x ¼ As: (3)

The statistical model in Eq. (3) is called independent com-
ponent analysis, or ICA model.

2.3.1 Algorithmic steps for ICA in logarithm domain

With the reference to Fig. 7, the steps followed for dimen-
sionality reduction using ICA are given below:

Step 1: Represent each fused image as column vector by
concatenating the rows of the pixel values in
order. Thus, an image of size M × N pixel will
be represented as a column vector with M × N
elements.

Step 2: Calculate the mean vector of all such column vectors
representing fused images.

Step 3: Subtract this mean vector from each of the column
vectors to generate the centered image (Ic).

Step 4: Apply natural logarithm on each element of the cen-
tered image Ic and convert the image to logarithm
domain Ilog.

Step 5: Apply whitening on the log-centered image.
Step 6: Apply further preprocessing steps and implement the

FastICA algorithm for dimensionality reduction.

2.3.2 Implementation of ICA in logarithm domain by
FastICA

There are different popular ICA algorithms like FastICA,20,21

Infomax,25 Common’s algorithm,24 Kernel ICA,26 etc. The
efficiency of ICA algorithm on a particular dataset may
be highly dependent on some of the application dependent
pre-processing steps. The FastICA algorithm has many
advantages over other ICA algorithms.21 When compared
with the other existing methods of ICA, the FastICA algo-
rithm and the underlying contrast functions contain a number
of desirable properties. It directly calculates ICs. The ICs can
be estimated one after another, but it is almost equivalent of
doing projection pursuit. This is helpful in investigative data
analysis, and reduces the computational load of the system in
cases where the need of estimation is restricted to only some
of the ICs. The FastICA has most of the advantages of neural
algorithms: It is parallel, distributed, and computationally
simple and requires little memory space.

Stage 1 (Centering). The first and the most basic as well
as essential pre-processing stage is centering the matrix x,

which consists of fused images represented as it’s columns.
It requires subtracting the mean vector, m ¼ Efxg, from
each column of x, which makes x a zero-mean variable.
The elements of the mean vector are computed as the
mean of the rows of x matrix. This pre-processing stage
is only to make the ICA algorithm simpler. After the estima-
tion of the mixing matrix A with centered data, the mean
vector of s is added with the centered estimates of s. The
mean vector of s is given by A−1m, where m is the subtracted
mean during pre-processing.

x ¼ fxijg i ¼ 1; 2 : : : q and j ¼ 1; 2 : : : p; (4)

where, i ¼ Row number and j ¼ Column number
Let us consider, x is a matrix of dimension q × p, where

q ¼ p ¼ 3

x ¼
2
4 a11 a12 a13
a21 a22 a23
a31 a32 a33

3
5
q×p

:

Mean of x is given as:

mi ¼
1

p

Xp
j¼1

aij i ¼ 1; 2 : : : q: (5)

Thus, for the above matrix,

m ¼

2
66666664

ða11 þ a12 þ a13Þ
3

ða21 þ a22 þ a23Þ
3

ða31 þ a32 þ a33Þ
3

3
77777775
¼

2
664
k1
k2
k3

3
775

xzeromean ¼ x −m ¼ x − Efxg ¼ faij −mig:
i ¼ 1; 2 : : : q; and j ¼ 1; 2 : : : p (6)

xzeromean ¼
2
4�v11 �v12 �v13
�v21 �v22 �v23
�v31 �v32 �v33

3
5

¼
2
4 ða11 − k1Þ ða12 − k1Þ ða12 − k1Þ
ða21 − k2Þ ða22 − k2Þ ða23 − k2Þ
ða31 − k3Þ ða32 − k3Þ ða33 − k3Þ

3
5: (7)

Fig. 7 Block diagram describing the algorithmic steps for independent component analysis (ICA) in logarithm domain.
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The main advantage of centering is by de-correlating the
input vectors, the quantity of redundant information can be
reduced. The high dimensional and correlated input vectors
can be represented in a lower dimensional space and de-cor-
related. In Fig. 8, the sample image of a low illuminated eye
region replaced fused face images with frontal, mid-left,
mid-right, left, and right views along with their correspond-
ing centered image are presented.

Stage 2 (Log-Centered Data). Before employing the
algorithm of whitening on the centred data, we first convert
the centred image into a log-domain by applying natural
logarithm operator. We convert the zero mean variables
into logarithm domain.

logðxÞ ¼ logðxzeromeanÞ: (8)

We know that, the values of zeros and negative numbers
are undefined in logarithm domain. After subtracting the
mean value from the pixel values, some of these may appear
as negative or zero. Therefore, we have to replace the nega-
tive values and zeros after subtracting mean values from the
original signal. In the present work, all images are grayscale
images with pixel values ranging from zero to 255. So,
before converting in logarithm domain, the pixel values
are represented in the range zero to one by dividing the cen-
tered pixel values by 255. Then all the negative values and
zero values are replaced by 1∕255 i.e., 0.00392.

After applying centering in fused image, we get two
matrices: centered matrix (Ev) and diagonal matrix (Ed).
Then, we apply natural logarithm operator on Ev matrix.
Observations show that the resultant, log-centered matrix
generates more negative pixel values. This fact can be ver-
ified from the given example. At first, we have randomly
picked some pixels from the centered matrix of 50 × 50
fused images. Some sample pixel values of centered matrix
after replacement (Ev) and log-centered matrix [logðEvÞ] are
shown below:

Ev¼
�

A11
2:371×10−2

A12
8:830×10−2

A13
3:92×10−3

A14
3:92×10−3

�

Log ðEvÞ ¼
�

A11
−3.74

A12
−2:43

A13
−5:54

A14
−5:54

�
:

Natural logarithm operator enhances the low intensity
pixel values, while reducing the actual intensity values
into a relatively small pixel range.27 We can call this process
of reduction of the pixel values as logarithmic reduction of

pixel matrix. In Fig. 9, some samples of log-centered images
are presented.

The main motive of using logarithm is that, in the process
of logarithmic reduction of pixel values, original information
is almost retained, and there is less chance of informa-
tion loss.

Stage 3 (Whitening). In the second part of dimensionality
reduction using ICA, the task is to find the whitening matrix
of the observed matrix. This implies that after centering and
before applying ICA algorithm, the observed vector x is
transformed linearly, so that a new vector x̃ can be obtained
which is white, i.e., the vector contains uncorrelated compo-
nents, and their variances are equal to unity. In other words,
the covariance matrix of x̃ equals to the identity matrix:

Efx̃x̃Tg ¼ I: (9)

To calculate the whitening matrix, we use the Eigen
values decomposition (EVD) method of the covariance
matrix EfxxTg ¼ EDET , where E is the orthogonal matrix
of eigenvectors of EfxxTg andD is the diagonal matrix of its
Eigen values, D ¼ diagðd1; : : : dnÞ. The main advantage of
whitening is to reduce the number of parameters to be esti-
mated. Rather than estimating the n2 parameters, those are
the elements of the original matrix (A), only the new ortho-
gonal matrix Ã is estimated. An orthogonal matrix contains
nðn − 1Þ∕2 degrees of freedom.20,21 Thus, half of the pro-
blems of ICA are solved by using whitening. As whitening
is a standard method and much easier in comparison to other
ICA algorithms, it is a good idea to reduce the complexity of
the problem using whitening. As we do the whitening, it may
also be helpful to decrease the data dimension simulta-
neously. Often, this has the effect of reducing noise as
well.20,21

Algorithmic steps for whitening:

Step 1: Load log-centered image as a new Vector and ori-
ginal image.

Step 2: Calculate co-variance for dimensionality reduction
by applying PCA.

Step 3: Calculate the Eigen values and Eigen vectors of the
covariance matrix.

Step 4: Calculate the whitening and de-whitening matrices.
These matrices handle dimensionality simulta-
neously.

Stage 4 (Further Pre-Processing). Some application-
dependent, pre-processing steps are needed to be performed
to achieve success in ICA for a given dataset. Some band-
pass filtering may be very useful, if the data consists of time
signals. If we filter linearly the observed signals xiðtÞ to

Fig. 8 (a) Eye region replaced fused images; (b) corresponding centered images of (a).
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acquire new signals, say x�i ðtÞ, the ICA model still holds for
X�
i ðtÞ, with the same mixing matrix. Now, time filtering of X

corresponds to multiplying X from the right by a matrix M.
Here, X is a matrix that contains the observations
Xð1Þ; : : : ; XðTÞ as its columns, and similarly for S.

X� ¼ XM ¼ ASM ¼ AS�: (10)

Equation (10) shows that the ICA model still remains
valid.23 Data can be further pre-processed using different
algorithms like FastICA and KernalICA.26 We have imple-
mented fixed-point algorithm for FastICA.

2.4 ANN using Back Propagation with Momentum

Back-propagation28 is a popular scheme for training feed-
forward networks. Here, the network consists of a directed
acyclic graph which gives the network structure with the acti-
vation functions at each unit or node, which relate inputs to
activation outputs. A directed acyclic graph is one containing
no directed cycles, so the function computed by the network
is not computed using any fixed point equations. The hyper-
bolic tangent sigmoid transfer function has been used to
learn the multilayer perceptron network. Inside this transfer
function, different weights can be set like input weights and
layer weights. In this case, the learning has been performed
with the initial weights of zero for both input weights and
layer weights. The network deals with real numbers intern-
ally, although the inputs may be discrete and represented as
−1 and 1. Denote the input variables to the network as a vec-
tor of values x and denote the response variable, which the
network is intended to predict as y. In the case of regression,
for the given input variables the network output corresponds
to the predicted regression for y. This corresponds to the
expected value or mean of the real valued variable y condi-
tioned on the values of the input variables, z. In the case of
one-of C classification, the network outputs a conditional
probability distribution over C possible values for the dis-
crete variable y, conditioned on the values of the input vari-
ables. The output comes from n nodes and corresponds to a
vector of real values summing to 1. The i’th value is the esti-
mated conditional probability that the output variable should
have the i’th discrete value. A multilayer perceptron (MLP)
has many hidden layers, so it takes much time to train input
layers. The main motive to use the MLP is that, the classes

can be separated via hyper-planes, and depending upon the
size of the input data, the number of layers can be changed.

3 Experiments and Discussion
ICA has been implemented in logarithm domain. This ICA
algorithm is applied separately on the training and testing
images. To evaluate the efficiency of the proposed system,
three different data sets were prepared for training and testing
of low illuminated faces. For that, the IRIS thermal/visual12

face database is used, and the face images are of varying
expressions, illuminations, and 11 different poses.

3.1 Image Database Description

The IRIS12 database is one of the most popular thermal/
visual face databases, which has been used to demonstrate
the effectiveness of the proposed log-ICA algorithm. This
is the only freely available thermal/visual face database.
Another thermal/visual database is the Equinox database
but is not freely available anymore. The IRIS database con-
tains simultaneously acquired unregistered thermal and visi-
ble face images under variable illuminations, three different
expressions, and 11 pose variations. A detail about the data-
base is given in Table 1. We know there are six human facial
expressions like happiness, sadness, fear, anger, surprise, and
disguise; however, in this database only happiness, anger,
and surprise are available. Therefore, we have not used sad-
ness, fear, and disguise in our experiment.

3.2 Training and Testing using the Proposed
Algorithm

For the training set, 10 different classes of dark (low illumi-
nated) faces are picked from the IRIS database; although,
this database contains a total of 28 different classes. The
main motive of this work is to present a face recognition sys-
tem for dark human faces by image fusion. In the IRIS data-
base, there are only 10 classes available with dark faces. In
these 10 different classes, a total of eight different image sets
are available; three sets are based on expression variation,
and the other five are based on illumination variation.
Among these eight different sets, a single image set of
dark faces is taken for training purpose. These dark faces
have visual and corresponding thermal faces and these
two image sets are used to generate the fused images.
Steps for the generation of fused images have already
been illustrated in Sec. 2.2. Finally, these three sets of

Fig. 9 Sample of centered images in logarithm domain.

Table 1 Database statistics.

Total no. of
classes Image resolution Image type

No. of expression
with types Total no. of illumination types

28 Individuals 320 × 240 RGB color Ex1 (Surprise), Exp2
(laughing), Exp3 (Anger)

left light on, right light on, both lights on, dark room,
left and right lights off with varying poses like left,

right, mid, mid-left, mid-right.
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images, i.e., visual image set, corresponding thermal image
set, and the set of fused images, are used for conducting three
different experiments.

In case of testing, three other image sets are picked from
the expression sets, and these are used at the time of testing in
their individuals experiments; i.e., in case of a thermal image
experiment, a thermal image set of expression is used to find
recognition rates against dark thermal faces. The other two
image sets, i.e., visual and fused, are used in their corre-
sponding experiments. Details about image sets are given
in Table 2.

3.2.1 Training phase

Three different image sets are prepared for conducting three
separate experiments during the training phase. Each set of
data contains 110 images of 10 different classes, with each
class containing 11 images. In the database, the size of sam-
ple images is 320 × 240 pixels. We have converted the
images to 50 × 50 pixels to remove the background and
to maintain a fixed size for all images, and for saving the
processing time. The images have been resized using the
’bicubic’ interpolation method, where the output pixel
value is the weighted average of the nearest 4 × 4 neighbor-
ing pixels values. After resizing, selection of the low illumi-
nation area from visual image and replacement of the same
with the corresponding area of thermal image is done. After

that, 110 face-eye regions replaced visual images, and the
corresponding thermal images are fused together to produce
another dataset consisting of 110 fused face images for the
third experiment. In Fig. 10, the sample images of dark
visual, and thermal face images along with their correspond-
ing eye-region replaced fused images are shown.

After completion of the training set, the FastICA algorithm
is used in the logarithm domain for dimensionality reduction
on all the training image sets separately, by taking one image
at a time. After that, those images of reduced dimension are
kept into a single data matrix, i.e., each column represents an
image and passed to the network for learning, which took 2 h
and 15 min each, for three different experiments.

3.2.2 Testing phase

Three different image sets of expression have been used for
testing purpose as compared to dark faces of visual, thermal,
and fused images. Each testing dataset, i.e., thermal, visual,
and corresponding fused image set, contained 110 images of
10 classes. Some sample images of testing are shown
in Fig. 11.

To assess the ability of the neural network, 11 unlearned
images with five different poses having 20 deg rotation is
given to the network. The evaluation processes were run
separately for each class contained in each testing set.
The evaluation steps are as follows. First, the log-ICA is

Fig. 10 (a) Sample of visual dark images; (b) corresponding eye region replaced visual images of (a); (c) corresponding thermal images of (a);
(d) fused images of (b) and (c).

Table 2 Details of training and testing sets used for different experiments.

No. of training images Testing sets (based on expression)

Experiment 1(a) Experiment 2(b) Experiment 3(c)
Number of training
and testing classes

Set-1
(surprise)

Set-2
(laughing)

Set-3
(anger)

110 dark
visual faces
(11 images
per class) images

Corresponding
110 dark thermal

faces
(11 images

per class) images

Face region
extracted

110 fused faces of
(a) and (b)

10 Testing images are not used in training

Total 110
images of
10 different
classes

Total 110
images of 10

different
classes

Total 110
images of 10

different
classes

Optical Engineering 077205-8 July 2012/Vol. 51(7)

Bhowmik et al.: Eye region-based fusion technique of thermal and dark : : :

Downloaded From: http://opticalengineering.spiedigitallibrary.org/ on 05/18/2015 Terms of Use: http://spiedl.org/terms



applied to the 11 images. After that, 11 de-correlated images
are plotted into a single data matrix where a column of the
matrix represents the images. Then, the recognition process
is started to match with earlier learned face data matrix using
a feed forward neural network. This process is repeated for
three different testing sets separately in three different
experiments.

3.3 Discussion of Experimental Results

Firstly, an experiment using visual images was conducted.
At first, a surprise dataset (Exp-1) was tested against the
visual image dataset of dark faces. During the recognition
process, 100% recognition rate is achieved for one class
only; however, in the case of the laughing/happiness
(Exp-2) data, a 100% recognition rate is achieved for
two different classes: class-3 and class-9. Finally, the
anger dataset (Exp-3) had a better result than the other
two expression datasets, and average recognition rate is
81.66%, which is 2% more than the surprise dataset. Never-
theless, in case of thermal image datasets, the recognition
process showed better performance over visual images.
The surprise dataset of thermal images showed 2%
improvement over the corresponding visual image data-
set, and for laughing and anger data, the recognition pro-
cess showed 1% and 3% improvements, respectively,
over the visual image dataset. Finally, experiment on
fusion image sets has been conducted and all the three
expression sets recognized successfully. In Table 3, the
recognition rates using three different testing sets on varying
expression on the normal lighting condition is presented.
From that, it can be justified that, the three different
facial expressions are recognized successfully against a
single training image set with dark lighting condition by pro-
posed system.

3.4 Comparison of the Present Work with Other
Fusion Techniques

The performance of this eye-region-replaced fused image
system has been compared with other existing techniques
of fused images. In Ref. 29, a pixel fusion of optical and
thermal face images was proposed. The fused faces were
first projected into Eigen faces, and finally two different clas-
sifiers, MLP and RBF, were used separately for classifica-
tions. The experimental results show 96% and 95.07%
success rates for RBF and MLP classifiers, respectively.
In Ref. 30, an optimum level of fusion was proposed to
find a fused image of visual and thermal images. In
Ref. 30, four different levels of image fusion, i.e., 70% visual
and 30% thermal; 60% visual and 40% thermal; 50% visual
and 50% thermal; and 40% visual and 60% thermal, have
been implemented, and the highest recognition rate obtained

Fig. 11 Three different testing sets with varying expressions.

Table 3 Recognition rates of the three expression sets.

Testing set

Set 1
(exp-1)

(surprise)
(%)

Set 2
(exp-2)

(laughing)
(%)

Set 3
(exp-3)
(anger)
(%)

Recognition rates on dark visual
image (Experiment 1)

79.57 81.56 81.66

Recognition rates on dark thermal
image (Experiment 2)

81.86 82.83 84.84

Recognition rates on face region
extracted fused image (Experiment 3)

100 100 100

Table 4 Recognition rates of proposed and existing techniques.

Name of the techniques Recognition rates (%)

Proposed method 100

Pixel fusionþMLP29 95.07

Pixel fusionþ RBF29 96.00

Optimum fusion30 93.00

Wavelet fusion using Haar31 87.00

Wavelet fusion using Daubechies31 91.50

CAQI-other17 93.00

CAQI-same17 94.00

SQI17 70.00
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is 93%. In Ref. 31, a comparative study of image fusion in
the wavelet domain was presented. Two different wavelets,
Haar (db1) and Daubechies (db2), were used to generate the
wavelet coefficients of thermal and visual images, and
finally, inverse wavelet transform generates the fused images;
this system shows 87% and 91.5% recognition rates. So, in
comparison to all of these techniques, the proposed system,
i.e., eye-region-extracted fused image of dark faces, shows
better performance. In Table 4, a comparison between the
proposed and existing techniques is given.

4 Conclusions and Future Work
In this paper, a novel approach is presented to recognize the
dark human faces. For this study, an IRIS thermal/visible
face database is used. To recognize all these faces, ICA
was implemented into a logarithm domain (Log-ICA)
with a feed forward network. The experimental results
show the proposed method can perform the face recognition
task for face images with different expressions and pose var-
iations, and the method achieves a 100% success rate. So, it
can be said that face images, captured under dark lighting
conditions and kept in the gallery images, are able to easily
recognize the probe images using the proposed system, even
if the probe images were captured in any condition like vary-
ing expressions with different lighting conditions. In the
future, we plan to study more facial expressions like fear,
disguise, etc. using thermal face images. We are also plan-
ning to develop a thermal face database which will contain
different facial expressions with varying illumination,
including different facial action units (AUs), and a real
world face recognition system which can recognize different
facial AUs like inner brow raised, outer brow raised, brow
lowered, upper lid raised, cheek raised, lid lightener, nose
wrinkle, lip corner pulled, lip corner depressed, chin raised,
mouth stretch, etc. with low illumination conditions.
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